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Fig. 1. System Interface: (a) Time line view, for selecting time range of the social media data. (b) Spatial temporal view, for aggregating
movements based on spatial, temporal domain. (c) ST Matrix View, showing the distribution of movement in geo distance and time
interval attributes. (d) ST Detail View, for analyzing pair-wised detail movement. (e) ST Model View, showing the output of uncertainty
model and guiding users to filter reliable data for each derived movement category. (f) Parameter Control Bar.

Abstract— Social media data with geotags can be used to track people’s movements in their daily lives. By providing both rich text
and movement information, visual analysis on social media data can be both interesting and challenging. In contrast to traditional
movement data, the sparseness and irregularity of social media data increase the difficulty of extracting movement patterns. To
facilitate the understanding of people’s movements, we present an interactive visual analytics system to support the exploration of
sparsely sampled trajectory data from social media. We propose a heuristic model to reduce the uncertainty caused by the nature of
social media data. In the proposed system, users can filter and select reliable data from each derived movement category, based on
the guidance of uncertainty model and interactive selection tools. By iteratively analyzing filtered movements, users can explore the
semantics of movements, including the transportation methods, frequent visiting sequences and keyword descriptions. We provide
two cases to demonstrate how our system can help users to explore the movement patterns.

Index Terms—Spatial temporal visual analytics, Geo-tagged social media, Sparsely sampling, Uncertainty, Movement

1 INTRODUCTION

Social media data often contain rich information about people’s lives.
For example, microblogs not only allow people to share their thoughts
and activities, but also offer such information as when and where a
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user posts the microblog. The availability of spatial and temporal in-
formation in social media can help us better understand people’s ac-
tivities [13, 21]. For example, if we know the locations and time of a
user’s microblogs, we can infer not only where the user has been, but
also how the user moved from one place to another. Combined with
the contents, we can learn what people do on a particular route or how
a user’s thoughts and actions have evolved through space and time.

While visual analytics of microblog contents has been studied re-
cently [31, 46], it is still a challenge to conduct in-depth analysis of
the movement patterns of microblog users with the spatiotemporal
information extracted from microblogs. For example, while geotags
embedded in microblogs enable us to easily learn where people have
been, it is difficult to identify movement patterns, such as how people
moved and how long some related trips may take. These movement
patterns can help us in situations like planning trips, or understanding
people’s travels within certain regions.

The difficulty in discovering movement patterns is largely caused
by the variability and uncertainty of the time when users post mi-
croblogs. Some users may post microblogs immediately before or af-
ter a trip, but some may delay posting for various reasons, and the de-



lay could be random. Such randomness in the the posting time makes
it hard to estimate travel time.

From the perspective of understanding movement patterns, the tem-
poral data embedded in social media can be regarded as episodic data,
as defined by Andrienko et al. [6], because the data are not acquired
with a predictable sampling rate. Consequently, existing trajectory an-
alytical tools, which are largely designed for those data sets that are
sampled in a predicable manner and density (such as GPS data), can-
not be used to analyze social media data to construct the movements
of users.

Although the temporal data from an individual user might be ran-
dom and episodic, data from many people can be aggregated and pro-
cessed to help the analysis of movement patterns of social media users.
The research reported in this paper explores an approach to analyze
movement patterns of social media users. Based on the features of
social media data, we first propose an analytical pipeline to guide the
process and analysis of social media data. To address the uncertainty
in extracted traveling time based on social media, we develop an un-
certainty model to help understand of the distribution of relevant tem-
poral data. Based on the pipeline and the uncertainty model, we de-
sign a visual analytics system that allows analysts to use the contents
of microblogs, the locations, and posting time for in-depth analysis of
movements of social media users.

Our main contributions can be summarized as follows:

e Developing an interactive visual analytics procedure to an-
alyze movement patterns of social media users The novel vi-
sual analytics procedure is based on an uncertainty model that we
have developed to estimate the temporal attributes of social me-
dia data. Through this procedure, users can extract more reliable
information about traveling time from data and build reasonable
movement categories to further explore movement patterns.

e Developing a visual analytics system to analyze the semantics
of the movement patterns of social media users This method
combines the spatial, temporal and textual information extracted
from raw social media data. With this method, users can inter-
actively explore, discover and analyze the categorized groups,
transportation methods or purpose and frequent visiting patterns.

This paper is structured as follows. Section 2 reviews related work.
We describe the data and design considerations in Section 3 and 4.
After introducing the uncertainty model in Section 5, we present the
visual analytics procedure and technical details in Section 6 and 7.
We demonstrate the use of our tools in two case studies in Section 8.
Finally, we discuss the limitations and future work.

2 RELATED WORK

The related work is classified into four categories : movement vi-
sual analytics, analysis of geo-tagged social media, visual analytics
of sparsely sampled trajectory data and movement semantic analysis.

2.1 Movement Visual Analytics

Andrienko et al. [3] summarized the analytics tasks in this field.
There are two types of data, dense sampling trajectories and Origin-
Destination (OD) data are two types of movement data. Trajectory
data is usually multivariate, and can be visualized with various meth-
ods, such as 3D space-time cubes [20], stacking-based visualization
with informative glyphs [35], and growth ring maps [8]. To help users
better interact with and manipulate views and data in analysis, re-
searchers have proposed tools to reduce trajectory clutter [S], as well
as to filter [23], cluster [2] and aggregate spatiotemporal data [4].

OD analysis is often supported with flow map [29], OD matrix [40],
and OD map [41]. A flow map uses a real map to show OD flows as
a graph. It clearly represents the spatial features of OD flows, but
large OD sets can easily make the view cluttered. Solutions to this
problem include regionalization [16] and edge bundling [29] to reduce
the clutter. OD matrix visualization separates OD pairs from a map,
and uses a matrix to show the patterns of OD flows. While the matrix
avoids the problem of cluttered views, the lack of spatial information

often requires the presence of a map alongside the matrix [5]. OD
map [41] improves the OD matrix method by overlaying a matrix on
a map so that users can still see the OD flow patterns through a matrix
without referring to a separate map [32].

However, these methods are not competent when applied in the
social media data. Trajectory-based tools often require reliable and
steady temporal information, which social media data lack. OD anal-
ysis tools demand clear distinctions of origins and destinations, which
are difficult to be identifed from social media data.

2.2 Analysis of Geo-tagged Social Media Data

Massive research has been done to exploit geotags of social media
data to infer and predict people’s spatial and temporal behaviors. For
example, geotags are used to improve situation awareness in emer-
gency response [37, 43] and disease control [19], and to understand
the dynamics of neighborhoods [12] and cities [36, 42]. Cao et al. [11]
investigated how information flow among multiple places. Our review
focuses on research using geotags to understand movement patterns.

Geo tags have been used to analyze the routes or trajectories.
Kurashima et al. [24] proposed a travel route recommendation sys-
tem based on geo-tagged photo sharing data. Azmandian et al. [7]
used Twitter geotags to link people’s movement patterns to transporta-
tion networks in cities and to classify people’s weekly activities. Li et
al. [26] showed that combined with computational tools, geotags can
successfully reconstruct a complete road map of a city. Based on the
content and geo-tagged information, semantics of movement can be
explored from the social media data. Gabrielli et al. [14] used Twitter
geotags to detect what types of locations have been involved in peo-
ple’s movements. Krueger et al. [21] used GPS and location-based
service data to support the analysis of movement behaviors.

These methods, however, usually involve no or little temporal infor-
mation. The tasks they support largely focus on the understanding of
spatial features of movement. Fuchs et al. [13] incorporate temporal
information significantly in analyzing movement patterns. Their re-
search shows that statistical data of temporal information can improve
the analysis results.

2.3 Visual Analytics of Sparsely Sampled Trajectories

Analyzing sparsely sampled trajectory data is a newer topic. Tra-
ditional methods for trajectory analysis and OD analysis cannot be
directly applied. Andrienko et al. [6] named such data as episodic
movement data, and classify the data into three categories: location
based data ( by static sensors), activity based data (e.g. Twitter, Mo-
bile phone), and device based data. They argue that aggregation is an
approach to reduce the uncertainties. This approach has been used to
compare the difference in spatial temporal behaviors of photo-taking
user groups [34], and to study user movements from different types of
sensors, such as Bluetooth [27] and RFID [39].

This approach can be applied in social media data analysis. Users
could be regarded as sensors that feed data, but users, as automous
agents who can move around, are more complex than physical sensors.
Thus research is needed to study how to aggregate spatial temporal
data from social media users.

2.4 Movement Semantic Analysis

We assume movements with semantics are more reliable. Therefore
we try to extract data with certain meanings and use that for deeper
analysis. The semantics can be derived from stops at certain locations,
and moves between consecutive stops [28]. For each stop, the seman-
tics mainly concerns the function of the location and the activities that
the person performs at that location. This can be derived from nearby
keywords [22] or Points of Interest [21]. In this work we use the key-
words in microblogs.

For each move, the semantics mainly concerns the transportation
modes: walking, cycling, cars, trains, flights, etc. Most works on
transportation mode detection are based on supervised learning. They
derive rich features for each sampling point or short trip, and train
classification models, including Logistic Regression [33], Decision
Trees [47, 30], Support Vector Machines [47] and Hidden Markov



Model [30], etc. To generate such rich features, they require dense
movement data, such as GPS [47] and GSM [33] data. They also re-
quire considerable amount of labelled data for classifier training. In
contrast, our microblog data is sampled very sparsely. It is also ex-
pensive to gather the training data with labelled transportation modes
between two consecutive microblog posts. Therefore we adopt an un-
supervised learning method based on travel time clustering, where
each cluster of travel time corresponds to one transportation mode.
K-means clustering has been tested on call record data, attributing a
transportation mode to every movement [38]. However, we find that
in microblog data, many movements cannot be reliably attributed to
known transportation modes. Thus, we use a fuzzy clustering method,
Guassian Mixture Model, allowing some movements to be considered
as noise.

In summary, while massive research has been carried out for human
movements, visual analysis for geo-tagged social media is challenging
due to the uncertainty and irregularity of spatial temporal data embed-
ded in social media data. To fully leverage the richness of social media
data in understanding people’s behaviors, we need to explore methods
for reliable extraction of relevant movement parameters.

3 DATA DESCRIPTION AND STATISTICS

The data involved in this research were extracted from Sina Weibo, the
most influential microblogging service in China. The primary services
provided by Sina Weibo are very similar to those by Twitter. Each
weibo is a short blog, like Tweet in Twitter.For each useful weibo, we
extracted its content, geotag, time stamp, and user profile information.

(a)

Fig. 2. Geo-tagged weibo data in two weeks. (a) Each weibo as a small
dot on the map. (b) Movements with a heat map on the background.

We first conducted several preliminary analyses on raw weibo data.
The data we chose were dated between January 27 and Februray 9,
2014, and include approximately 13.7 million weibos from 4.9 million
distinct user accounts. For each individual user, we plotted each weibo
on a map as a dot based on the location extracted from the weibo’s geo-
tag. All dots associated with a user are connected based on the tem-
poral sequence to weibos (Fig 2). The time interval and geo distance
are then derived for each consecutive movement pairs of the sequence.
The trajectory is sparsely sampled, which indicates that users might
travel to other places between two recorded locations.
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Fig. 3. Data statistics, including the distribution of the numbers of users’
weibos (a), time interval (b) and geo distance of the movement (c).

We analyzed the attributes of the movements (Fig 3). In Fig 3a, we
can see that the majority of users posted less than 150 posts during that
period of time, while a few accounts had significantly high frequency
of activities (more than 1000 weibos in two weeks). After checking
these accounts, we found that most of them are robot accounts, such as

advertisement accounts, weather forecasting accounts, or traffic status
broadcasting accounts. These types of accounts should be excluded in
analysis, because of our interest in human movements.

We also analyzed the time interval distribution (Fig 3b). Generally,
the smaller the time interval value is, the more movements we obtain.
Also we observed an interesting phenomenon: there is a small peak
at the end of each one-day period. By exploring the raw data, we
found that some people tended to record their lives in a regular way
(e.g. every morning posting a “morning”, or checking in a regularly
visiting cafe). When people travel, they might post a weibo when
arriving in a new place and staying there for one day or more. As for
the distribution of the users by geo distance in Fig 3c, there are still a
fair amount of long distance movements (> 100 km) worth attention.

4 DESIGN CONSIDERATION

We have identified some unique features of weibo data in order to
design visual analytics tools on weibo user movement. These features
are as follows:

e Large amounts of people and wide geographic coverage. The
number of Weibo users is massive. They can access social me-
dia services and post weibos wherever they want. However, it
is challenging to analyze the movement patterns of different re-
gions within different time periods. Thus, it is desirable to have
flexible interaction methods to support dynamical exploration of
weibos’ spatial temporal characteristics (R1).

o Irregular sampling of trajectories. We have observed that, be-
tween two places, the movement time interval of different people
varied significantly, making a complicated distribution of time
intervals. The variation may be caused by different reasons, in-
cluding different transportation methods (such as by air or train),
different habits of weibo users (for example, delayed vs. prompt
posting), and whether visiting other places. It is important to un-
derstand the difference in such time interval distribution in order
to understand the movement behaviors. Therefore, users should
have tools to examine the distribution of time intervals (R2).

e Uncertain data. We have observed unreasonable movements,
such as a movement time interval of seven days for a short dis-
tance travel, or a movement of 100 km in five minutes. Fil-
ter functions are needed in order to help people select useful
data and exclude outliers. Furthermore, only parts of the geo-
tagged samples can be regarded as meaningful movements, such
as those without unreasonable delay. Therefore, we need new al-
gorithms or models to help users conduct data filtering and then
construct more reliable movement categories based on the con-
tents (R3).

e Movement with semantic information. The activity that peo-
ple post in geo-tagged social media data can provide semantic
meanings. The movement time interval, geo-distance and visit-
ing sequences, as well as textual information, could involve the
motivation or characteristics of the movement. Different features
can be categorized by different travel purpose or methods. Thus,
it would be beneficial to have tools that help users explore such
categorical semantic meanings (R4).

Hence, our goal is to develop a system to help users obtain move-
ment patterns and semantics from the following perspectives.

e Categorized movement and possible transportation Meth-
ods. Although not all people directly mentioned what forms of
transportation they take, we could infer the information, with a
higher probability belonging to some traffic methods.

e Frequent visiting patterns. With reliable categorized move-
ment, the weibo data reflect social behaviors such as travel se-
quence.

o Keywords and content of the trips. Combined with the key-
words view of each place and movement, we can generate hy-
potheses on the trip goal or interesting behaviors.
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to the details. Throughout the process, semantics of the movements would be derived from the categorized reliable movement.

To achieve the goal, we have proposed a visual analytical pipeline
that integrates the automatic algorithms and interactive filtering
(Fig 4), with the following components.

e Data preprocessing. In this step, visiting sequences of each user
from the original input data can be extracted. Based on statistical
data, users can set the parameters to clean the data in this step.

e Spatial temporal visualization. In this step, users can apply
various spatial temporal visualization tools to interactively ex-
plore the data (R1). For example, they can filter the places of
interest based on density maps, and extract movements among
these places for further analysis.

e Dynamic filtering and aggregation. To support the analysis of
the movement patterns from large amounts of people, aggrega-
tion would be performed in different aspects, including locations,
periodicity, and attributes. Users can apply multiple filters across
these aspects. (R2).

e Detailed analysis based on uncertainty model. With the fil-
tered movement, users can rely on the uncertainty model to
identify multiple movement categories with semantics mean-
ings. The model provides a guidance on the confidence interval
of travel distance and time and lets users choose more reliable
movements for each category (R3). With text analysis, users can
also interactively adjust the confidence interval of each category
that better fits into a real world situation. The outputs are the
categorized and reliable movements for semantics exploration.

e Semantics exploration and iterative visual analytics. Based
on the filtered movements, users can look for spatial temporal
patterns and frequent visiting patterns. By analyzing the patterns
in linked views, users can iteratively verify the results and extract
semantics of the movements (R4).

5 UNCERTAINTY MODEL

Sparsely sampled geo-tagged social media data can produce high vari-
ability and uncertainty, which may lead to misleading results. We pro-
pose a model to guide users to filter reliable movement for subsequent
analysis. We are aware that movement with certain semantics, espe-
cially with clear transportation modes, are more likely to produce re-
liable results. We classify the movements according to different trans-
portation modes.

5.1 Gaussian Mixture Model (GMM) based Uncertainty
Calculation

The geo-tagged social media data cover many transportation modes
(Fig 5). Traveling by different modes takes different lengths of time.
Therefore, we used a time interval between two consecutive posts
(roughly the travel time) to classify the movements. We first re-
moved the movements with a time interval that was outside reason-
able bounds. This corresponded to a time interval that was either much
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Fig. 5. lllustration of the movement categories derived from Geo-tagged
Social Media. Besides the time error, the delay and visiting other places
lead to the uncertainty in time interval of the movement.

shorter than that achieved with the fastest transportation means, or sig-
nificantly longer than what is reasonable.

After that we classified the remaining movements according to time
interval. We observed that some active users tended to publish their lo-
cations at their departure from or arrival in a new city. In such case the
travel time between the two cities is close to the time interval between
weibo posts. However, the time interval most of the time should be
slightly longer than the travel time, because users do not post weibos
promptly at departure and arrival. The time interval in these move-
ments also included two other parts: the time from the they post weibo
to their departure from the first city, and the time from their arrival
in the second city to the next weibo post. Another complexity is that
travel time itself varies due to different planes/trains and potential de-
lays.

We used a Gaussian mixture model (GMM) to describe the time-
interval distribution due to various transportation modes. In the areas
of transportation research, although various models have been devel-
oped to estimate travel time for complex scenarios [17], it has been
recognized that for a particular kind of traffic, travel time generally
follows a Gaussian distribution [9] and mixture models of travel time
fit data well [15]. We further assume that the time interval can also be
approximated as a mixture of Gaussian models. With such a method,
we can not only extract different transportation modes, but also infer
the proportion of different modes.

K denotes the number of transportation modes, ¢ denotes the pro-
portion of people choosing mode k, and y denotes the time interval to
post Weibo. The distribution of y is:

K
P(y]0) = Y ot (vl 67),
k=1

()]

in which og > 0, ):sz1 oy =1, Y and oy are the mean and standard
variance of the time interval in type k, respectively.

This model defines the confidence interval as ([tg-Oy,Ur+Ok]).
Movements with time interval in this range are considered more re-



liable to extract semantics information.

In order to determine the parameter K, we use a semi-automatic
method. We first use the Bayesian Criterion Technique (BIC) [25] to
automatically determine the default K value [44, 18]:

BIC(0) = —2log p(y|0) +dlogN, 2)
where 6 represents the model parameters, d is the number of param-
eters in the model (= 3 % K in our situation), and N is the number of
input data. The model that minimizes BIC will be selected.

We performed sensitivity analysis on the selection of K. We tested
different K's and found that when BIC is lower, the modeling effect is
better. However, when K value is slightly changed by adding one or
subtracting one, the modeling effect does not change much. Although
the default K value is reasonable in most cases, there are situations in
which it does not fit well, or in which users want to set their own value.
In such cases, we also allow users to manually choose a K value.

The model inputs are the filtered movements by users, with the ex-
clusion of unreasonable time intervals. The error time interval was
sometimes estimated as a Gaussian distribution, so we needed users
to verify the matching result and filter the data with time interval less
than fastest transportation. Section 5.2 shows a typical scenario. The
model outputs are the confidence intervals of each categorized distri-
bution. Users can filter the reliable data based on the distribution. Con-
sidering the variability, users could also adjust the parameters of the
output confidence interval range and K value in order to better match
the movements if they have prior knowledge. Further users need visu-
alization interfaces to filter the categories and analyze the text.

5.2 Experiment Results

We conducted an experiment to illustrate our model with the geo-
tagged Weibo data. In the experiment, we loaded two weeks data il-
lustrated in Section 3. We searched for two cities, say A and B, and
then filtered people who sent Weibos in both cities. There were 4,791
Weibos posted in A and B. The distance between A and B is about
2,000 km. We extracted 996 (A to B) and 1,201 (B to A) trajectories.
There were 361 and 393 unique user counts. In Fig 6, A to B is blue,
and B to A is yellow.
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Category GTrI(_);I;ld Mean | Sigma C(I)Sg(:glc ¢ Weight
Plane(M1) 3.1 4.24 0.91 [3,33,5.15] 0.31
Plane(M?2) 3.1 5.13 1.62 [3.51,6.75] 0.32
Trainl(M1) 12-14 11.55 4.26 [7.29,15.81] 0.15
Trainl(M2) 12-14 8.55 2.87 [5.68,11.42] 0.22
Train2(M1) 22-30 24.87 5.43 [19.44,30.3] 0.38
Train2(M2) 22-30 25.46 9.14 [16.32,34.6] 0.29

Table 1. The comparison of ground truth and the estimated results from
the uncertainty model. Each column is time interval and the unit is hour.
M1: A to B, M2:B to A. Trainl and Train2 represent fast and normal
speed train, respectively.

We initially saw the distribution of the time interval as a long-tail
distribution, which means a small number of movements with a large
time interval (Fig 6a). We removed these movements based on the
threshold of an experience number (60 hours), as a too large time inter-
val doesn’t provide clear semantics information. We then investigated
the remaining part of the movements, and found there was a peak in a
very short time range. We filtered out the error time interval (less than
the fastest airplane’s time interval (3.1 hours), in Fig 6b). After this
operation, the data were within the range of time interval from three
hours to 60 hours, which accounted for 45 percent and 47 percent of
the total data for the two routes, respectively. according to the BIC,
the suggested K values were 3 and 4. K values outside this range led
to either insufficient estimation or several duplicated groups. By ap-
plying the model, we found three peaks, with an estimated K = 3. The
mean time intervals of these routes from A to B are 5.13 hours, 21.09
hours, and 42.69 hours. The means from B to A are 4.24 hours, 21.67
hours, and 46.5 hours (Fig 6¢).

The observed time ranges are reasonable according to the real sit-
uation. We assumed that the first peak matched travelling by plane,
and the second peak matched travelling by train. Then we use the time
table to verify the hypotheses. The flying time was approximately 3.1
hours. Considering the boarding and departing times, 4.24 and 5.13
hours as the means of flying were reasonable. Train-riding time varied
from 12.2 hours to 40 hours. By setting K = 4, we got two peaks split
from the original one, with mean times of approximately 11.55 hours
and 24.87 hours from A to B, and 8.55 hours and 25.36 hours from
B to A (Fig 6d). We checked the train time tables, and found two 2
types of trains: High-speed trains with an average travelling time of
12.2 hours, and normal trains with an average travelling time of 26.98
hours. The travel times by normal trains were clearly indicated by
the distribution. However, travel times with high-speed rails did not
match well. The last peaks of 42.69 and 46.5 hours did not match nor-
mal trains and could be due to delayed Weibo posting. The summary
is in Table 1.

The proposed data model is practical for analyzing such sparsely
sampled data. We filtered the data from each confidence interval of the
categorized movements and used text analysis to verify the hypothe-
ses. We extracted the top 30 words from all the selected categories. We
got the keywords of airport, plane, and sky, in the short time-period
peak (four to six hours) from Fig 7a. We also got the keywords of
train, railway station, and travel in the longer time-period peak (16
to 34 hours range) from Fig 7c. There were no primary words re-
lated to the travel methods for time intervals of more than 40 hours,
from which we would not infer the semantics about the transporta-
tions (Fig 7d). We revised the hypotheses of fast-train category, as we
found many people mentioned delay in this category. This indicated
that some people in this category might experience flight delays. We
guessed that fewer people went by fast train because of the high price,
which was confirmed by the local news. Based on our model, we can
reasonably categorize the trips and derive the confidence intervals and
the semantics for more reliable movements in each category.

6 VISUAL ANALYTICS PROCEDURE

This section describes the visual analytics procedure and related vi-
sualization tools we used to analyze movements based on geo-tagged



social media data. This procedure supports filtering and aggregation
of interesting movements from social media data. With the movement
data as input, we utilized the uncertainty model to provide more reli-
able, categorized movement information that can combine with social
media content for further analysis of user movement patterns.

6.1 Extracting Visiting Sequences

We first organize weibos based on user IDs, and extract geo-locations
from each weibo. By lining up these locations chronologically, we
can reconstruct users’ movement sequences, which can be regarded
as “trajectories”. Different from traditional GPS-based trajectories,
which have dense sampling points with a very fine granularity (e.g.,
at the level of city block), the trajectories in our research have sparse
sampling points. The sampling interval varies from hours to days. As
described in Section 3, robotic accounts and those with only one weibo
are excluded in the preprocessing stage.

6.2 Filtering Places of Interest and Deriving Movement

Initially, in the spatial temporal workspace, users can filter a time range
in the time line view as shown in Fig la and set a region with a cus-
tomized spatial range in the map view in Fig 1b for movement analysis.
To obtain movement patterns, first we extract places of interest. Based
on the observation we conclude some criteria for choosing places.

e Places with at least a fair amount of people visiting, e.g. a big
city or an interesting tourism place.

e Places with limited sizes and can be any geometric shape.

Considering the criteria, we adopt a density-map approach based
hot place identification. By calculating the density map, our tool can
extract top k (set by users) places with the largest amount of weibos.
The extracted result is then presented inside a colorized circle. The
circle covers the geographic region of selection. Users can add, re-
size, move, or delete places by manipulating the circles. Users can
also draw a polygon as a filter to find places within the region speci-
fied by the polygon (Fig 8). The procedure also adopts K-means and
other density-based clustering methods, such as DBScan to generate
the places of interest for analysis. However, the K-means approach
cannot be applied to only focus on specific regions (e.g., a region de-
fined by a polygon). Although DBScan can generate results in any
shaped regions with high density, the computation complexity of DB-
Scan is too high for on-line interactive filtering. We combine density
map calculation and flexible user manipulation to support the places
of interest extraction. After extracting the places, the system can esti-
mate location names from a map server, and assign one color to each
selected place.
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Fig. 8. Steps of automatic place suggestion and interactions for filtering
the places of interest.

Movements derive from extracted places. There are two types of
movement between two places A and B: Direct visiting, and indirect
visiting, passing by other place(s). For indirect visiting, we accumu-
lated the time interval and geo-distance along the stops from A to B.
The intermediate places might be on the way from A to B, which are
accurately accumulated. However, people might go to another place,
say C, outside the route from A to B. This deviation may introduce
complexity (Fig 5). These filtered places and movements become the
inputs for aggregation analysis.

6.3 Dynamic Aggregation and Filtering

Aggregating the movements of many people can help us explore move-
ment patterns [6]. Our system provides interactive tools for multiple
attribute aggregations and filtering of movements. The arrows on the
map show derived, aggregated movements between places. Tools al-
low users to easily filter movements (Fig 9).
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Fig. 9. Aggregation and interactions on the spatial view. (a) Highlight-
ing the movement for details. (b) Compact circular layout, with level of
details showing as enlarged histograms.

In our system, users can interactively control various parameters for
movement aggregation.

e Analysis based on places: By aggregating the Weibos in one
place, we can extract the number of visits, unique visitors and
the average time interval of the movement in/out of the place.
Users can get detailed information by hovering the cursor over
the place. In the inner layer of the circle, the size of each arc
band encodes the number of Weibos in each region (Fig 9). For
example, the blue region has approximately twice as many Wei-
bos as the green region.

e Analysis based on periodicity: As an overview, temporal dis-
tribution of Weibos is visualized in the time line (Fig la), for
understanding the periodic behaviors and outliers. Surrounding
the analyzed region, we encode the periodic temporal informa-
tion along the circle (Fig 9a). Users can set the granularity (such
as by days or by weeks). The histograms are arranged in a clock-
wise fashion, representing 24 hours of a day or seven days of a
week. Users can observe the periodic distribution of the Weibos,
peaks, or regular amounts of Weibos in different places. Along
the radial direction, each band identical to each place has two
histograms with opposite directions, encoding movements in and
out movement of the place. Users can apply circular brushes in
each band, to analyze the temporal behavior of people’s visiting
pattern. When the number of analyzed cities is larger, our system
would use the compact layout which compresses each histogram
to a thick line, with the opacity to indicate the number of Wei-
bos (Fig 9b). Users can select clusters highlighted as histograms
among the pixel band. Sorting by clicking on the band can aid
the comparison tasks for each time period.

e Analysis based on movement attributes: Time-interval and
geo-distance distribution describe the important features of
movements. In Section 3, we saw that the distributions vary
much from person to person. We provide users with the filter-
ing functions for these attributes in the ST Matrix view (Fig 10).
It encodes the number of Weibos by color in each aggregated bin
of geo distance and time interval. The x axis is the geo-distance
and the y axis is the time interval. To get reasonable ranges to
analyze, users can control the x and y ranges based on the distri-
bution (for example, ignoring the movements of 150+ hours).

Our system enables users to explore the aggregated data in a highly
interactive fashion. Based on the extracted movements and places of
interest, users can apply movement filters. Those movements that pass



at least one place of interest would be stored. This lays the foundation
for exploring multiple combinations of visiting sequences and frequent
patterns. Fig 1b (left bottom) shows a histogram encoding the move-
ment count of each aggregated movement. Users can brush a subset of
the aggregated movements.

With filtered movements based on various criteria, users can con-
duct detailed pairwise analysis.
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6.4 Detailed Analysis based on Uncertainty Model

After users filter the aggregated movements in spatial, temporal and
attribute domains, movement details are exposed in the ST-Detail view
(Fig 1d) and ST-Model view (Fig le). The design goal of these views
is to support time-interval and geo-distance filtering based on location
pairs. After applying the uncertainty model, users can keep reliable
movements of each category with the confidence interval.

As shown in the ST-Detail View (Fig 11a), the x axis is 1-D pro-
jected places and the y axis, with two directions, is time interval
(hours) on the top and geo-distance (km) at the bottom. The x-axis
default order is based on the distance of each place in the 2D space.
After setting a starting point (default is the northwest corner), we used
a greedy algorithm to add each place in a sequence with the smallest
distance. This method can provide a reasonable projection sequence in
a 1-D space, especially with not many places of interest. The x axis can
be sorted by selected visiting sequences from left to right (Fig 11b).

S0 — E W% W =]
£ == Median < = T
g""’ S / = = Current Selection/
25 = = ar Filtered Selection
s
g =
== —= 'J;K
. Runming Gucheng Tr#— _an

o] |=—=8=}

100 — jjiang)
12 = 13%/18%

source and destination are highlighted, thus helping users to under-
stand the speed distribution. Users can also hide all arcs and show ag-
gregated movement with the median values to reduce the visual com-
plexity. This view also provides heatmaps to show the distributions.
The scale of both distance and time data in the view is adjustable, ac-
cording to user’s demands. When users brush the movement in the
ST-Detail view, the ST-Model view is also updated. By default, it
shows all the pair-wised movements. Users can control to show one
or more of the above visual encodings by operating the buttons on
the panel, to reduce the cognitive loadings. The curve used here has
a bundling effect and reduces the clutter. We provide clear labels of
location and highlighting effects, to avoid misleading users with the
interpolation effects. Besides the time-interval variation, we also care
about the geo-distance variation, because there may be different routes
between the location pairs, which leads to the distance variation.

The ST-Model view (Fig 11c) combines with small multiples of
the time-interval histograms for movements between two places. The
time interval between two regions indicates the different categories of
movement patterns, as we discussed in Section 5. Users can adjust
the time-interval range of the histograms from the ST Matrix view
and the ST Detail view. After the user filters out the outliers and fo-
cuses on the most probable travel time range, our system calculates the
GMM-based uncertainty model, drawing the distributions that match
the histograms. The confidence interval of each distribution is visu-
alized as a blue bar beneath each histogram. Because the distribution
might vary and not be fully approximated, users can drag the edge of
the confidence interval to fine-tune the results. User can also directly
filter all the movements with the time interval falling into the confi-
dence interval (Fig le). Some cases that match a Gaussian distribution
may not have practical meanings. Users can eliminate these by manip-
ulating the filtering brushes. Users can filter the confidence intervals
with multiple brushes in each time-interval histogram. Furthermore,
users can verify the categories and interactively explore the semantics
of the movement in other views.

6.5 Text Analysis and Semantics Exploration

SHR®
Jan 3ot WA SHEFTE |
| SEERRE TR

1 4 Nt RCnIBFIFHN, EAe :r(*mb sn? e

Tk
R A T Z N c/zBADKY D , R,
Lo g

: J— g
/ Lijiang
4. Heading 1o Lijlang in the after- Rt ' GEa xnge
noop/time cost of ~1.5 hours w

Jan 3151, 2014 1559 FROAANE

MERE | T
Q=

HL1 S NI crVBFISFUK T ABKB M
[AEaSanRR Dali \ .
& bean L0
3. Dropping off Dali, and
transfer to Lijiang : P FzEE

Aggregated Vdo‘vement

° Individual Movement

o Dah
X s 0
b /
(a) Gucheng
saxwmae " L”/a"g) 'Hmlﬁ

User Brush

1496/19%

Jan31st, 2014 1525 & kK
| HE— .. BEE
muvT WERT! | KR
s
Ennvl)tm/zkzmSWﬂm*ﬂ '
Dali

Jan 3151, 2014 07:03 KR 1 37

9 fwmt 1 REEOE—R

s b

Zhtip: m CnBFJGN] B8 IR,
BRYm

Kunming

1. Starting from Kunming
< in the early morning .

Time Distance (hrs)
N &2 g
8 &

g REiH

3
3
S
Fy
3
Q@

o

an Province
Erhai Lake

=M
Source = 2014 ﬂm*&gx =
j(iE—Dah = Bl \ 2
Mammg—?»s a—”
BT Wﬂ RE—Train Suggested Confidence Interval

|
Travel Lilang -

(km)

g
8

Geo Distance
S
g

3
8

(b) Destination ()
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View. (b) Frequent movement pattern highlighting with X axis reorder-
ing. (c) ST Model View for uncertainty analysis and interactive filtering.

In the ST-Detail view, each movement is represented as a two-
folded shape curve. It starts from the middle of the y axis within
the source-places position, and curves to the two destinations along
the y axis, encoding the time interval and geo-distance. Within each
place in the x axis, the destinations of each movement are uniformly
laid out, based on their sources. Users can compare the pairwise flow
counts coming from different sources and the time-interval distribu-
tions. When users hold the cursor over the curve, the corresponding
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Fig. 12. Detail exploration for semantics. Individual movement (red)
selected from frequent pattern (pink) are highlighted with details.

Geo-tagged social media data has the advantage of textual content
over traditional GPS trajectories. Users can analyze the text informa-
tion to further verify the movement categories and explore the seman-
tics. As discussed in Section 2.4, we supported the text analysis for
stops at certain locations, and moves between consecutive stops [28].
First, users can extract keywords from each place. The keywords be-
longing to the same origin have one color. (Fig 9a). Second, when
users brush the movement categories in the ST-Detail view, the key-
words of selected Weibos pop up in the filtering window and layout
as a wordle (Fig 11b). After the keywords extraction, users can click
the keyword or raw data on the map to trace the original Weibo con-
tents (Fig 12). Through these interactions, users can verify or reject
the categorized movement derived from the uncertainty model. There-



fore, combined with the contents data, users can derive the semantics
of categorized transportation, and infer the trip goals or interesting
movement behaviors.

Based on the reliable movement of each category, users can extract
frequent visiting patterns among places of interest (Fig 1b). Afterward,
users can filter parts of the frequent patterns to explore the spatial, tem-
poral, and attribute aggregations. The filtering and verification process
work together to complete the visual analytics loop.

7 SYSTEM IMPLEMENTATION

Our system users client-server architecture. The client is built with
HTMLS5/Javascript, and the server-side services are implemented with
Python and MongoDB. The client is implemented with multiple web
techniques, including Leaflet Maps [1], D3.js [10], and WebGL. The
spatial data is organized in a quadtree for efficiency. Our algorithm
for mining frequent movement patterns is based on the work by [45].
Weibo data-gathering and pre-processing are the two of the primary
services. We crawled Weibo data through the open APIs by Sina
Weibo. Our crawler can gather one million new geo-tagged Weibos
per day, occupying 2.5 percent of the overall Weibos. We have accu-
mulated more than 50 million Weibos with geo-tags in two months.

8 CASE STUDIES

This section demonstrates how our system can be used to find reli-
able movement patterns with categorized semantics from geo-tagged
Weibo data.

8.1 Case Study 1: Movement Analysis in Yunnan

We first studied the movement of tourists in Yunnan province, a popu-
lar tourists destination in southern China. We extracted 116,704 valid
Weibos with geotags in Yunnan from 26,571 unique users. The Wei-
bos were posted between Jan. 27th and Feb. 9th, 2014.

After selecting a circular area, covering the majority area of Yun-
nan, the system identified three major cities/regions, based on the pop-
ularity. As shown in Fig 9a, the cities were Kunming, Dali and Lijiang.
By highlighting aggregated movements, we knew that there were 436
movements going from Dali to Kunming. The top keywords aggre-
gated from the Weibo contents indicated people’s footprints, such as
Cang Mountain and Erhai Lake, which are famous sites in Dali. Fur-
thermore, we could filter the in/out time of the movements (such as
starting from Kunming in the morning and arriving in Dali in the af-
ternoon or night). The filtered movements were also highlighted in the
ST Matrix view (Fig 10). We filtered the ST Matrix view with a time
interval of O to 150 hours and a geo-distance of 100 km to 450 km.

As shown in Fig le, we set the filter according to the suggested con-
fidence intervals of the extracted categories. The filtered movements
are approximately 58 percent of the original movement data. Based
on the filtered results, we can generate the frequent visiting patterns
on the map, by setting the least-visited places as 3. We found that the
most frequent pattern started from Kunming, then to Dali, and finally
to Lijiang (Fig 1b). We clicked the route, and found that 40 instances
actually took this route in the selected two weeks. Their movements
made up approximately 18 percent of the total 223 movements, which
is a meaningful number worths further exploration.

Fig 11c shows two categories in the movement from Dali to Lijiang
and three categories from Kunming to Dali. The mean times of the
first peak were five hours from Dali to Lijiang and seven hours from
Kunming to Dali. These time intervals matched the elapsed time of
one-way transportation by train or bus. We regarded these movements
as real-time sampling movements. The other three matches generally
indicated how long people stayed stay in each city: One day in Dali,
one day in Lijiang, and two days in Kunming, respectively.

By selecting the confidence intervals in the first category, we can
drill down to the details and search the patterns. Fig 12 shows a typi-
cal visitor’s route, which started from Kunming in the early morning,
stopped at some sites in Dali, and then headed to Lijiang at night. Such
a discovery can be confirmed by other sources, such as travel websites
indicating this route as one of the most suggested travel routes in this
region.

In this case, we emphasized the application of proposed visual ana-
lytics procedure in Section 6 for finding interesting places, aggregating
spatial temporal data, and filtering data for the model calculation.

8.2 Case Study 2: Movement Exploration in Taiwan

Our second case involves analyzing movements in Taiwan, which is a
popular travel destination. We emphasized the use of our tools, which
were powered by our uncertainty model, in investigating the semantics
of movements. In particular, tools such as brushing for the model out-
put confidence intervals allow users to find interesting patterns and ex-
amine their reliability. Combined with other views showing keywords
and time-interval distribution, these tools help users discover new in-
formation, develop new hypotheses, and verify hypotheses through ex-
ploring different spatial and temporal levels.

To understand how people move around in Taiwan, we first ob-
served the overall movements in and out Taiwan. We found that in
the Chinese lunar new year period, there were many movements re-
lated to Taiwan. Beijing, Shanghai, Xiamen and Guangzhou (Fig 13a)
were among the cities most related to these movements. By examin-
ing the keywords of filtered Weibos, we learned that Taipei, Kenting,
Kaohsiung, Hualien, and Sun Moon Lake were among the most popu-
lar places people visited (Fig 13b, 13c). We choose these places as the
places of interest, and filtered Weibos based on them. We had 60,240
Weibos from 10,840 unique accounts. These Weibos were posted be-
tween from Jan. 27th to Feb. 9th, 2014.

Our system can automatically identify the popular regions and also
allow users to change the focus places. We set four places of interest,
including Taipei, Kaohsiuing, Kenting and Hualien (Fig 13d). We set
the time-interval constraints as O to 80 hours, considering the normal
staying time. The geo-distance was less than 700 km, as the round-
trip between north and south of Taiwan is approximately 550 km. In
the ST-Model view, we grouped the time-interval distributions based
on the source places, and found several frequent movement patterns,
including Hualien to Taipei (red to blue) and Kaohsiuing to Kenting
(green to yellow). The time-interval variance of the movement from
Taipei to each other city was the overall highest. We can brush the
reliable movement of each category for further exploration. When se-
lecting reliable data within all the confidence intervals of all extracted
categories, interestingly, we found people usually visited cities in Tai-
wan in a counter-clockwise direction (Fig 13d).

By brushing the reliable movement data within the short time cate-
gories, which were generally the first peak with a mean between 4 to
15 hours (Fig 13-e1), we found the most frequent route A: Kaohsiuing,
Kenting, Hualien, and Taipei in a sequence (Fig 13-e3). By clicking
this pattern on the map, we saw that Kaohsiuing to Kenting (green to
yellow) had the lowest mean and time-interval variance (Fig 13-e2).
According to the keywords and detailed contents of Weibos, we found
that people enjoyed the snacks at night in Hualien (red). These red
histogram peaks at night were also demonstrated by the circular ring
(Fig 13d). This pattern seemed to be a classic tourist path, as most
of the keywords were about tourism and sightseeing. The average
times of filtered movement from Kaohsiung to Kenting and Hualien
to Taipei, were relatively short: 4.1 and 8.7 hours, respectively. The
time intervals of these places were more accurate, considering peo-
ple’s transportation methods. However, the average time interval from
Kenting to Hualien was 23.6 hours, which could be a long-distance to
travel or involve stops at other places. Compared with the previous
two short routes, the information about this long route is not very re-
liable. For this pair, we further modified the K as 3, and the original
Gaussian was split into two. We found a more reasonable average time
interval of 10.2 hours for a trip.

We changed the filters for the confidence interval to the category of
each movement pair with the largest weight (the largest histogram area
size) calculated from the uncertainty model (Fig 13-f1). We observed
the pattern separation in the visiting time (Fig 13-f2). The pairs for the
time intervals, from shortest to largest, were: Kaohsiung to Kenting
(one day in average), Kenting to Taipei (two days) and Taipei to Kaoh-
siung (three days). We hypothesized that people likely stayed in the
cities or went to other places in between. The time-interval variance
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of movements from Taipei to Kaohsiung was high. By interactively
exploring the details of related movements, we found that people who
went from Taipei to Kaohsiung also visited places such as Taichung
or Ali Mountain during the trip. The selected detailed movements are
highlighted as a red line in Fig 13-f3. However, more people stayed in
Kenting to enjoy scenery, and then went back to Taipei, although some
people continued the journey to Hualien.

9 DISCUSSION

In this paper, we have analyzed a special type of movement data that
was derived from publicly accessed social media data. It has high pop-
ulation coverage, but the sampling is very sparse. Therefore, the data
density and quality pose serious challenges in our research. Much in-
formation is inherently missing, resulting in considerable uncertainty.
We have put a lot of efforts into dealing with such uncertainties, in-
cluding performing various data filtering, applying the uncertainty
model, and enabling user exploration. The case studies show that our
system can give reasonable analysis result on inter-city movement pat-
terns, which are difficult to be captured by traditional GPS data.

Much as we tried, we still need to face the data quality problems.
Although large numbers of people and places are involved, we found
that Weibo users are more likely to be young and live in developed
regions. Therefore, our results could be biased toward specific popu-
lation groups. We are considering comparing the analysis results with
that derived from other datasets (such as Twitter data) in the future.
There may be considerable GPS errors in the dataset. Language issues
also exist, including slangs and misspellings[26]. To deal with these
problems, users could to interactively filter out erroneous GPS data.
By extracting top keywords, we removed most language issues. How-
ever, there may still be more systematic and automatic methods to deal
with GPS and language problems.

Our uncertainty model can support finding semantics in terms of
different transportation modes. We can filter reliable movement for
subsequent detailed analysis. We used a clustering-based method to
identify peaks in the time interval distribution, then tried to assign
transportation modes to the peaks. Time-table analysis may be an al-
ternative way. In such a method, users find all possible travel times
based on time tables of different transportation modes and filter the
movement accordingly. We argue that our uncertainty model is more
general than a time-table based method. Our model can be applied
in both situations in which time tables are unavailable (such as per-

sonal driving) or become inaccurate (such as flight delays). With the
clustering-based method, we can observe some unexpected peaks that
cannot be captured by time tables. For example, in Section 3, we
observed the interesting daily movement time intervals (such as the
one-day or two-day peak pattern in Fig 3b). These time intervals are
shown as peaks in our distribution.

We envision extending the uncertainty model in several ways. First,
we can consider location information and people’s habits. If a se-
ries of Weibos come from the area of an airport or railway station,
by somebody who always promptyly sends Weibos, such data could
be regarded as more reliable. We can try more advanced modeling
in transportation research area, such as multi-state models [17]. They
may improve the descriptive capacity under more complex situations.

In the interactive semantic exploration, users can inspect the mean-
ings of movement by watching wordles of top keywords. We believe
that other, more advanced, text visual analysis methods can be applied
to reveal deeper semantic meanings. For example, we can show the
wordles of appearing or disappearing keywords. We can show how
the keywords evolve over time, and vary in the geographical space.
We can also make visualizations at the Weibo topic level and Weibo
text cluster level.

10 CONCLUSION

In this paper, we presented a visual analytics system to support the
analysis of people’s movements based on sparsely sampled movement
data from geo-tagged social media. With the introduction of uncer-
tainty modeling, users can explore spatial temporal aggregation of
movements and filter reliable data. We also provided a set of interac-
tive visualization tools for extracting semantic patterns, by incorporat-
ing human’s cognitive power and machine’s computation. Integrating
the statistics results and interactive exploration would empower the
analysis of the movement of such sparsely sampled data.
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