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Abstract

This paper focuses on producing fast and accurate

co-segmentation to a pair of images that is scalable and

able to apply multimodal features. We present a general

solution for this purpose and specifically propose a non-

iterative and fully unsupervised method using pointwise

color and regional covariance features for image co-

segmentation. The scalability and generality of our

method mainly attribute to the superpixel-level irregu-

lar graph formulation and multi-feature joint cluster-

ing. Through a unified similarity metric, the contri-

butions of multiple features are finally embodied into

the co-segmentation energy function. Experiments on

common dataset validate the superior scalability of our

method over state-of-the-art alternatives and its capa-

bility of generating comparable or even better labeling

accuracy at the same time. We also find that multi-

feature co-segmentation usually produces better label-

ing accuracy than using single color feature only.

1. Introduction

Aiming at jointly segmenting the common fore-

ground regions from image pairs [9], co-segmentation

is very useful in many semantic labeling tasks [3]. In

the meantime, it is also theoretically important by pro-

viding an unsupervised manner to reduce the ambiguity

of automatic foreground/background separation [11].

Co-segmentation is usually formalized as an energy

minimization problem with the following energy form:

Ecoseg(X) =
2

∑

i=1

Eseg(Xi) + Eglobal(X), (1)

where X = X1 ∪ X2 is the label variables of all pix-

els in the input image pair, X1 and X2 denote the pixel

label variables of image 1 and 2, respectively. For any
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Figure 1. Accuracy and speed of our method.

xp ∈ X , xp = 1 indicates the corresponding pixel be-

longing to foreground, otherwise xp = 0. The first term

of (1) ensures co-segmentation to produce good fore-

ground/background separation for image i individually

(i ∈ {1, 2}), thus can be expressed as:

Eseg(Xi) =
∑

p

wp,ixp,i +
∑

p∼q

wpq,i|xp,i − xq,i|, (2)

where wp,i encodes the cost of labeling pixel p as fore-

ground in image i, wpq,i represents the cost of sepa-

rating neighboring pixels p and q into different labels.

The second term of (1) encourages the extracted fore-

ground regions in image 1 and 2 are as similar as possi-

ble, which can be defined as the distance between their

foreground un-normalized histograms:

Eglobal(X) = α

K
∑

k=1

(

hk,1 − hk,2

)2
, (3)

where hk,i =
∑

p∈Bk,i
xp,i with Bk,i being the kth bin

of image i, K denotes the number of bins, coefficient

α ≥ 0 controls the relative importance of Eglobal.

Due to the existence of both submodular and su-

permodular terms, in most cases, the co-segmentation

energy function (1) is NP-hard. An unpleasant result

is that the complexity of pixel-level co-segmentation,

e.g., [5], exponentially grows up for increasing image

sizes. This significantly limits the application of pixel-

level image co-segmentation in handling real-world

high-resolution image pairs.
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Figure 2. The proposed method for scalable image co-segmentation using multimodal features.

To this end, in this paper, we particularly study how

to realize scalable co-segmentation without sacrificing

labeling accuracy. We also interest in generalizing the

original color histogram matching framework [9] to al-

low multi-features in co-segmentation energy function

(1) for better performance. Specifically, we first present

a general scalable framework for applying multimodal

features in image co-segmentation based on superpixel-

level irregular graph formulation and multi-feature joint

clustering. Then, we propose a unified similarity met-

ric for fusing pointwise color and regional covariance

features. As shown in Fig. 1 and other experiments, the

proposed method can achieve comparable or better seg-

mentation accuracy, with superior scalability over state-

of-the-art methods. We also find that multimodal fea-

tures can always help to improve the accuracy of image

co-segmentation.

2. Scalable Image Co-Segmentation

As shown in Fig. 2, a general solution to scalable

and fully automatic image co-segmentation using multi-

features should at least be composed of three key steps:

(i) initialization; (ii) model construction; and (iii) opti-

mization. For the purpose of good scalability, through

initialization we first establish a resolution-independent

representation G to the input image pair I = {I1, I2}
and construct reasonable foreground/background ini-

tialization X(0) simultaneously. Then, in model con-

struction, we design a unified similarity metric to em-

body the contributions of multiple features into the co-

segmentation energy function (1). In the last step, we

minimize the embodied energy function by an appropri-

ate solver to efficiently obtain suboptimal labeling X̂ .

Noth that the accuracy of co-segmentation may

be further improved by iteratively refining the fore-

ground/background models with the current label-

ing X̂(t) with t denoting the iteration number [11].

In this paper, however, we prefer non-iterative co-

segmentation, i.e., t = 1, for good scalability.

2.1. Initialization

For a given image pair I = {I1, I2}, we first obtain

their SLIC superpixel representation [1], and construct

an irregular graph formulation G, see column 2 in Fig. 2

for an example, according to superpixels’ spatially ad-

jacent relationship. At the same time, we initialize the

foreground/background labeling X(0) = {X
(0)
1 , X

(0)
2 }

via automatic patch matching [2]. All subsequent com-

putations of our method are based on G and X(0).

2.2. Co-segmentation with multi-features

To realize multi-feature co-segmentation, we need a

general metric to measure the similarity or likelihood

of a superpixel under the given foreground/background

model. This similarity metric should also be able to take

all features’ contributions into account. For instance,

for a given superpixel p, we use the mean color c̄p =
1

|Sp|

∑

j∈Sp
cj and regional covariance matrix Vp [10]

Vp =
(

Fp − µ(Fp)
)T (

Fp − µ(Fp)
)

(4)

as its multimodal features, where Sp is the set of pixels

for superpixel p, cj = [Rj , Gj , Bj ]
T is the RGB color

of pixel j, |Sp| denotes the number of pixels in p, FT
p =

[f1,p, · · · , f|Sp|,p] is the feature matrix of superpixel p,

fj,p = [xj , yj , Rj , Gj , Bj ]
T (5)

is the 5 position and appearance features used in com-

puting covariance features (4). Clearly, the sizes of fea-

ture matrix Fp and superpixel covariance matrix Vp are
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Figure 3. Comparison of the proposed method

and two state-of-the-art methods [5, 6] in algo-

rithmic scalability.

|Sp|×5 and 5×5, respectively. For any two superpixels

p and q, we compute its distance by

D(p, q) = λ‖c̄p−c̄q‖2+(1−λ)
(

5
∑

f=1

ln2 ρf (Vp,Vq)
)

1

2

,

(6)

where ‖ · ‖2 is the Euclidean distance, ρf (Vp,Vq) is

the f th generalized eigenvalues of Vp and Vq [10], pa-

rameter 0 ≤ λ ≤ 1 is the weighting coefficient.

Instead of deriving individual color histograms of

I = {I1, I2} [9], we jointly grouping all superpixels

in both images into K clusters with the hybrid dissimi-

larity metric defined in (6). Using the K cluster centers

as a common vocabulary V = {C1, · · · , CK}, the multi-

features of superpixel p and the foreground model (i.e.,

a group of particular superpixels) can both be expressed

in a unified manner as un-normalized histograms over

V , i.e., Hp and Hfg as shown in the 3rd column of Fig. 2.

Then, we can measure the cost of labeling a superpixel

p in image i as foreground:

wp,i = β‖Hp, Hfg‖emd, (7)

where ‖ ·‖emd indicates the EMD distance between two

histograms [7], parameter β ≥ 0 modulates the relative

influence of labeling cost in (2). Besides, we apply the

Potts model to encouraging spatial coherence [4], i.e.,

wpq,i = γ, (8)

where γ ≥ 0 is a parameter penalizing inconsistent la-

beling in (2).

2.3. Optimization

From Eqs. (1)-(3), (7) and (8), we finally construct

a general co-segmentation energy function with the ca-

pability of encoding multiple superpixel-level features.

We empirically find that the proposed co-segmentation

energy function can usually be effectively solved by be-

lief propagation (BP) [12].

3. Experimental Results

In this section, we tested the proposed method on

common datasets [9, 11], and compared its performance

to three state-of-the-art methods [5, 6, 8] in terms of la-

beling accuracy and scalability. Note that, all results

of the proposed method reported in this paper were ob-

tained using a set of non-optimally-tuned parameters.

Most results of the comparative methods were directly

borrowed from their original papers [5, 6, 8]; while the

others were generated using their original implementa-

tions with manually-tuned parameters by ourselves.

Labeling accuracy. We first evaluated segmentation

accuracy. Table 1 shows the error rates for five typi-

cal testing image pairs of our method and three alter-

natives Alg.#1 [5], Alg.#2 [6], and Alg.#3 [8]. Note

that, in Table 1, the error rate with bold font indicates

the best result among all four testing methods for the

corresponding image pair. We observe that our method

is able to produce generally comparable and sometimes

better labeling accuracy, as compared to the state-of-

the-art. Note, for image pairs “bear” and “coke”, our

method produced the best co-segmentation results.

Fig. 1 and the last row of Fig. 4 demonstrate more re-

sults of our method. We can clearly see its capability of

efficiently producing accurate co-segmentation results.

Table 1. Co-segmentation error rates on typical

testing image pairs of the proposed method and

three representative algorithms, i.e., Alg.#1 [5],

Alg.#2 [6], and Alg.#3 [8].

Alg.#1 Alg.#2 Alg.#3 Our method

stone 1.2% 0.9% 4.7% 1.7%

bear 3.9% 5.5% 8.6% 2.8%

dog 3.5% 6.4% 5.6% 5.7%

amira 4.5% 16% 1.6% 3%

coke 13.1% 16.9% 5% 4.5%

Scalability. We then compared the scalability of the

proposed method with Alg.#1 [5] and Alg.#2 [6]. For

this purpose, we selected two image pairs with different

original sizes and different degrees of co-segmentation

difficulty. We resampled the image pairs with 10 scal-

ing factors from 110% to 200% with a step of 10%. For

each testing method, 10 sets of randomly-generated pa-

rameters were used to evaluate its running time. Fig. 3

shows the average speed of all three testing methods on

increasing scaling factors. We observe that both com-

plexities of Alg.#1 [5] and Alg.#2 [6] increase rapidly
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Figure 4. Effectiveness of multi-feature co-

segmentation. The 1st row is the input image

pairs. Row 2 and 3 show the results of our method

using color feature only, and using both color and

region covariance features, respectively.

as the resolution of input image pairs increases, while

the speed of the proposed method is quite stable, thanks

to the superpixel-level irregular graph formulation and

unified similarity measurement. Note that, the complex-

ity of Alg.#1 [5] increases much more quickly than the

others. This is because it uses auxiliary variables in

their optimization formulation. The increase of image

resolution will both increase the number of pixel label

variables and the number of additional auxiliary vari-

ables in Alg.#1 [5].

Effectiveness of multi-features. We are also inter-

ested in comparing the performance of the proposed

method using single color feature and multi-features.

Among the four main parameters (α, β, γ, λ) of our

method, only λ is related to the weights of different fea-

tures in the framework (6). Hence, for each image pair,

we first set λ = 1 and quickly tuned α, β and γ using

single color feature only. Once obtained reasonable re-

sults, we fixed α, β and γ, and then focused on tuning

λ by gradually decreasing its value from 1. From our

experiments, we find that: (i) for most image pairs our

method using only color feature can produce good co-

segmentation results; and more importantly (ii) using

both color and regional covariance features can always

produce better labeling accuracy than using color fea-

ture only with the same parameter-configuration of α, β

and γ. Fig. 4 shows two representative examples of the

superior effectiveness of multi-feature co-segmentation

over single color-based co-segmentation.

4. Conclusions

This paper has introduced a general solution for

superpixel-level scalable image co-segmentation using

multimodal features. Besides, we have also particu-

lary proposed a scalable co-segmentation algorithm us-

ing color and covariance features. Different from clas-

sical color-based co-segmentation [9, 11], to achieve

both scalability and generality to multi-features, we

have provided a unified similarity metric to embody

the superpixel-based irregular graph representation and

contributions of multiple features into a general energy

function. Experimental results have validated the supe-

rior performance of our method in much better scalabil-

ity over previous alternatives, and its ability to gener-

ate reasonable foreground labelings with comparable or

even better accuracy. In the near future, we plan to ex-

plore the applications of more discriminative features,

such as MSER, within the proposed framework.
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